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Abstract

We wish to model the way in which faces move in video
sequences. We represent facial behaviour as a sequence
of short actions. Each action is a sample from a statisti-
cal model representing the variability in the way it is per-
formed. The ordering of actions is defined using a variable
length Markov model. Action models and variable length
Markov model are trained from a long (20000 frames) video
sequence of a talking face. We propose a novel method
of quantitatively evaluating the quality of the synthesis by
measuring overlaps of parameter histograms. We apply this
method to compare our technique with an alternative model
that uses an autoregressive process.

1. Introduction
This paper describes a prototype of a facial behaviour learn-
ing system and demonstrates its performance at learning fa-
cial behaviours by comparing the results with an alternative
model proposed by Campbell et al. [3].

We seek to develop a system which can model both the
appearance and behaviour of a person’s face. We would
like to be able to present the system with a sufficiently long
training sequence of an individual speaking, moving their
head and changing expression, and have the system learn a
model capable of simulating their behaviour. Such a sys-
tem would be useful for many applications from computer
games to the generation of believable avatars for human-
computer interaction.

Our model is designed for analysing relatively low-level
behaviour (how a person tends to shake their head or the
particular way they smile) rather than more high-level be-
haviours (such as when they smile or the order in which
they tend to perform actions). We assume these low-level
behaviours are characterised by relatively short time scales
and are repeated sufficiently often in a training sequence
that we can recognise them and model their variability. Im-
plicit in the work is the assumption that people do not re-
peat any action exactly (no-one smiles the same way twice),

but that it is possible to learn a distribution representing the
variations on a particular action that an individual tends to
make.

In the following we review related work, describe our
system in more detail and show how we compare models of
facial behaviour. The results of the comparison between the
two models of facial behaviour are given in section 5.2.

2. Previous Work
In [14], Schödl et al. introduce the concept of video tex-
tures. Their aim is to generate an infinitely long video se-
quence based on frames from an existing video sequence.
Loops in the video sequence are created by jumping from
one frame to another in the original video sequence. The
chosen frames are selected to exhibit similar appearance
and dynamics while avoiding dead ends in the generated
video sequence.

Bregler, in [2], uses a hierarchical framework to recog-
nise human dynamics. His framework can be decomposed
into four steps: the raw sequence, a model of movement
using a mixture of Gaussians, a model of linear dynamics
and a model of complex movements using a hidden Markov
model. He highlighted the need of high level information
for a correct model of behaviour.

In [10], shapes are approximated by splines. The pa-
rameters controlling those splines as well as their speed
are first clustered into prototype vectors using a competi-
tive learning neural network. A compressed sequence de-
rived from the prototype vector sequence is learnt using a
Markov chain. A cubic Hermite interpolation is used along
with the learnt Markov chain to recover the temporal struc-
ture of the sequence before compression and to extrapolate
a behaviour. Furthermore, for generation purposes, a single
hypothesis propagation and a maximum likelihood frame-
work are described. During the generation, states of the
Markov chain can be chosen according to the state of the
shape of a tracked person. This can allow generation of a
shape of a virtual partner driven by a tracked real person.
In [7], Devin and Hogg added sound and appearance to the
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framework in order to demonstrate that producing a talking
head is possible. [8] introduces the use of variable length
Markov model with prototype vectors to learn the structure
of the sequence.

Hack et al. model trajectories by a sequence of path-
lets in the appearance parameter space [9]. The joint prob-
abilities of consecutive pathlets are modelled using a hid-
den Markov model to capture longer-term behaviour. New
videos can be generated by sampling from the model.

In [16], Walter et al. model gestures by groups of tra-
jectory segments. The trajectory segments are extracted by
detecting discontinuities in the gesture trajectory. After nor-
malising the trajectory segments, their dimensions are re-
duced using a principal component analysis. Clusters are
then extracted from the component space using an iterative
algorithm based on minimum description length. The clus-
ters form atomic gesture components. There is a parallel
between groups of trajectory segments and the actions or vi-
sual units we want to extract from the video sequence. How-
ever our segmentation and grouping algorithms are both dif-
ferent.

Finally, Ng and Gong [11] use the Levenshtein distance
along with an unsupervised version of the Normalised Cut
algorithm [15] to group gesture trajectories. Unfortunately,
outliers are associated with some groups, which leads to
problematic modelling of those groups.

3 Structure of the model

3.1 Introduction

In order to be able to generate video sequences of faces,
we first need an underlying model that is able to synthesise
a face for each frame. Thanks to its synthesis facility, the
active appearance model of Cootes et al. [5] is a perfect
candidate for this task.

In order to encode each frame from the training se-
quence, we use a full appearance model that combines
shape and texture information. After having computed the
mean shape from the training set, the number of parameters
of the model is reduced by applying consecutive principal
component analysis to both the shape and the texture part
of the model. The details of the model are described in [6].
The shape and a shape-free texture are modelled by the set
of linear equations:

{

x = x + Qxc

t = t + Qtc
(1)

where x is a vector describing the shape, t is a vector
describing the shape-free texture, Qx and Qt are matrices
learnt from the training set. x and t represent the mean
shape and mean shape-free texture computed from the train-
ing set.

Given a vector of appearance parameters c, the shape x

can be computed. A shape-free texture t can be warped to
the shape to reconstruct the full appearance of a face.

Each vector from the appearance parameter space repre-
sents a face while each facial image can be approximated by
a vector in the appearance parameter space. A sequence of
a face can be represented by a trajectory in the appearance
parameter space. Visual units are therefore sub-trajectories
within this trajectory.

Figure 1 shows an overview of the model of facial be-
haviour. First, the face has to be tracked in the video se-
quence (1). The active appearance model parameters have
then to be deduced from the tracked face (1 → 2). The
trajectory formed by those appearance parameter vectors is
then broken into sub-trajectory groups (2 → 3) and the se-
quence is now a sequence of sub-trajectory groups (3). The
sequence of sub-trajectory groups is learnt (3 → 4) by a
variable length Markov model (4).

In order to generate new trajectories, a sequence of sub-
trajectory groups has to be sampled from the variable length
Markov model (4 → 3). A new sub-trajectory has to be
sampled from each group in the sequence of sub-trajectory
groups (3 → 2) to give a sequence of sub-trajectories, that
is a trajectory (2). Each point in that new trajectory in the
appearance parameter space can then be synthesised (2 →

5) to give a video sequence of faces (5).

3.2 Extracting the sequence of parameters

The active appearance model is able to fit an appearance
model onto a face image, by minimising the difference of
texture between the synthesis of the model and the image of
interest. As it is a local minimisation, it requires a good first
approximation. For each training sequence, the first frame
is annotated. In order to get a good approximation for each
frame we use the state of the face (pose, scale, position and
appearance) from the previous frame as the first approxi-
mation for the fitting procedure in the current frame. By
comparing the synthesised face and the corresponding pix-
els in the current frame (using a mean square error on the
grey-level pixel values), we can determine whether the fit-
ting procedure has failed or not. If it has failed, a global
search is performed. In practice, only a few global searches
need to be done in order to track the face accurately.

This method has been used to represent an image se-
quence as a sequence of parameter vectors.

3.3 Segmenting into sub-trajectories

Given a long sequence of points in the parameter space, we
want to divide it into sub-trajectories. These sub-trajectories
correspond to actions or visual units in the video sequence.
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Figure 1: Overview of the components of the model. P is the appearance parameter space. Arrows from left to right represent
the learning and arrows from right to left represent the generation. Each face from the frames of the original video sequence
corresponds to a point in the space P. The trajectory of the points in P is modelled by a sequence of sub-trajectory groups.
The temporal relationship of the groups is learnt by a variable length Markov model.

The aim of the segmentation is to extract some nodes
that will split the trajectory into several sub-trajectories.
The nodes will form the beginnings and ends of the sub-
trajectories. The sub-trajectories are computed in order to
be grouped later in the process, so similar sub-trajectories
should also have similar beginnings and ends respectively.
Furthermore, we would like to find the points where differ-
ent behaviours split or converge together. Finding points
of high density in the appearance parameter space is a good
way of meeting these requirements. In order to find the high
density points, we use the sample mean shift, described by
Comaniciu and Meer [4]. We iteratively modify our cur-
rent estimate of the local maxima of density by moving to
the mean of the n closest points of the current estimate.
The process converges to the position of the local maximum
density.

We initialise the mean shift algorithm at each point of
the trajectory in turn. Running the algorithm to conver-
gence finds all the nearly local maxima in the density es-
timate. The trajectory points nearest to each local maxima
are defined to be the nodes splitting the full path into sub-
trajectories. In practice, we only do this for every m points
in the training sequence. This improves efficiency with a
negligible effect on the result.

3.4 Grouping similar sub-trajectories

3.4.1 The model of a group of sub-trajectories

We model each sub-trajectory using a linear statistical
model, assuming a Gaussian distribution. We want each

sub-trajectory to be described by a vector, which is a simple
concatenation of the sub-trajectory points. A sub-trajectory
group is a set of vectors, on which we can apply a princi-
pal component analysis. In order to be able to perform the
principal component analysis on a group of sub-trajectories,
it is required that all the sub-trajectories are encoded with
the same number of points. Therefore, we interpolate all
the sub-trajectories by cubic splines and homogeneously re-
sample them to a given number of points. The resulting
points after re-sampling do not have the same timings as
the original ones. We need to keep track of this informa-
tion. The vector used to describe a sub-trajectory is there-
fore extended with the timing information. Each extra co-
ordinate represents the time necessary to reach a point from
the first point of the sub-trajectory. Each sub-trajectory s,
along with the corresponding timings δ, is approximated by:

(

s

δ

)

=

(

s

δ

)

+ Qs,δbs,δ + Rs,δ (2)

where
(

s, δ
)

is a vector representing the mean sub-
trajectory of the group along with this timings, Qs,δ is a ma-
trix computed by the principal component analysis and de-
scribing how the data varies, Rs,δ are the residuals and bs,δ

is the vector of parameters for that particular sub-trajectory.
The probability density function of the set of parameters
bs,δ is modelled by a Gaussian, by computing the mean and
variance of bs,δ for all sub-trajectories (s, δ) in the group.

Generation of sub-trajectories is therefore a simple sam-
pling from the distribution of bs,δ. Applying equation 2
gives a sub-trajectory s which is then re-sampled using cu-
bic splines, and timing information δ.
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3.4.2 The grouping algorithm

The grouping algorithm first assumes that each sub-
trajectory given by the segmentation initially forms a group
by itself. The timings δ are not taken into account for the
grouping. Let S be this initial set of groups.

We want to know how to merge groups so that the result-
ing groups are sufficiently coherent that a Gaussian model
is a good representation.

For every pair (gi, gj) of elements of S, we compute
the variance of the group gi∪j that is built using the sub-
trajectories from both gi and gj . We select the pair of groups
(ga, gb) that gives the lowest variance and merge those two
groups to form only one group. We delete ga and gb from
S and insert ga∪b instead. We iterate the process until we
reach a given number of clusters.

More details on the algorithm and its performance can
be found in [1].

3.5 Learning temporal relationships between
groups

In order to learn the structure of the sequence of sub-
trajectory groups, we use a variable length Markov model
introduced by Ron et al. [13]. More details are given in [1].
The algorithm basically constructs a decision tree that stores
probabilities of common sub-trajectory group sequences.

3.6 Generating new sequences

A new video sequence of faces can be generated from the
model as follows. First, given a history of generated sub-
trajectory groups, one can find the longest sequence en-
coded in the variable length Markov model tree. Thus
the probability of generating a new group can be read di-
rectly from the tree, if it is encoded in the tree. The se-
quences not encoded in the tree have small probabilities,
that we can approximate by an uniform distribution. After
having fetched the probabilities of generation of each sub-
trajectory groups, we sample from this set of probabilities
to generate the next sub-trajectory group. We then generate
new parameters by sampling from a Gaussian distribution.
The new sub-trajectory can then be generated as described
in section 3.4.1. A linear model is chosen for the residuals
Rs,δ so that the beginning of the generated sub-trajectory
matches the end of the previous generated sub-trajectory to
avoid perceptible jumps in the generated video. All the sub-
trajectories generated are then concatenated. This gives a
sequence of appearance parameters. The video sequence
can then be generated by synthesising those parameters into
a face as described in section 3.1.

An example of generated trajectory is given by Figure
4(c). The three dimensions represent the three first modes
of variation of the active appearance model used. Another

example of generated video can be seen on Figure 3. The
original video sequence is shown on Figure 2.

Figure 2: Frames taken every 4 seconds from the original
long video sequence.

Figure 3: Frames taken every 4 seconds from the video se-
quence generated with our model.

4. Campbell’s model

In [3], Campbell et al. introduce another way of generating
video sequences of faces based on an existing video clip
without direct reuse of the original frames. They encode
frames from the original sequence in a way similar to our
method. An active appearance model is used to model the
face through the video sequence and a trajectory is obtained
in the appearance parameter space. This trajectory is then
used to train a second order autoregressive process.

An autoregressive process is simply trying to predict the
position of a point yk in the appearance parameter space,
given the two previous points yk−1 and yk−2 where k rep-
resents the frame number. This prediction is produced by
the equation:

yk − y = A2 (yk−2 − y) + A1 (yk−1 − y) + B0wk (3)

where y is the limit of the mean value of yk as k tend to
infinity, wk is a white noise (wk ∼ N (0, 1)), A2, A1 and
B0 are parameter matrices. y, A2, A1 and B0 can be learnt
from the original data set. The learning method used in this
work is due to Reynard et al. and is described in [12].

Given two initial points in the parameter space, a new
trajectory can be generated by applying equation 3 repeti-
tively. This new trajectory in the parameter space can then
be synthesised back to a video sequence of a face in a simi-
lar way to ours. Figure 5 shows an example of a video clip
generated by an autoregressive process.
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(a) Training sequence of a
face gesturing ”no”.

(b) Generated sequence with
our model without using the
residuals.

(c) Generated sequence with
our model and a linear model
for the residuals.

(d) Generated sequence with
an autoregressive process.

Figure 4: Figure 4(a) represents points on the trajectory that
correspond to the original video sequence. Figure 4(b) rep-
resents points on the trajectory generated by our model if
the residuals used are set to zero. Figure 4(c) represents the
equivalent with a linear model for residuals. Figure 4(d)
represents points on the trajectory generated by an autore-
gressive process.

5. Comparison of the two models

5.1 Method of comparison

In order to compare the two models, we need some mea-
sure of behavioural similarity between two video sequences.
Our approach is to compare the distribution of the generated
points in the parameter space with the distribution of points
extracted from the original video sequence.

We construct two dimensional histograms to approxi-
mate the distribution of points in the parameter space for
each pair of dimensions. In order to compare the original
and generated sequences of points using histograms, partic-
ular care has to be taken on the selection of the bin width
used to compute those histograms. Indeed, a too large bin
width will act as a smoothing effect on the original data
while a too small bin width will result in an over-fitting
of the data. In order to solve this problem, and for repro-
ducibility of the comparison method, we used Scott’s rule
to select the bin size [17]. The bin size for each dimension

Figure 5: Frames taken every 4 seconds from the video se-
quence generated with an autoregressive process.

is given by the formula

h = 3.5ξN−
1

3 (4)

where N is the total number of points in the original se-
quence and ξ is the standard deviation of the original data
computed with respect to the selected dimension.

The two dimensional histograms of a reference and a
generated set of points are then compared using the mean
µ of the Bhattacharyya overlap computed for each pair of
dimensions. The standard error σ can also be computed to
represent our confidence in the result. This measure repre-
sents how close the point distributions of the generated and
the reference sequences are. A value of 1 corresponds to a
perfect match of the distributions. A value of 0 corresponds
to two totally different distributions.

The facial behaviour models are assessed with respect
to the original video sequence used to create those mod-
els. The distributions of points in the appearance parameter
space should match with the original one if the model per-
forms its task correctly.

5.2 Experimental results and discussion

Table 1 presents the results of the comparisons for three
different generated videos. The first one is trained us-
ing a highly structured clip of a face gesturing ”no” (317
frames). The second one is trained on a structured clip of a
face showing different expressions one after the other (1069
frames). Finally the third video is trained on a long se-
quence of a person in a free dialog (20000 frames), which
is relatively unstructured. Each training video is compared
with each model using the measure described in section 5.1
for both position and speed data. The bold labels represent
lines where our model is significantly better than the autore-
gressive process. We can see that our model outperforms the
autoregressive process for structured videos, while main-
taining good results for the unstructured video.

A visual inspection of the generated sequences also
shows that our model performs best when we use the linear
model for the residuals. Indeed, it produces smooth video
sequences that exhibit realistic behaviour. If the residuals
are set to zero, then the generated videos contain percep-
tible jumps of the face, thus giving a worse overall effect.
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µ = 0.903, σ = 0.002

µ = 0.813, σ = 0.006

µ = 0.864, σ = 0.002

µ = 0.931, σ = 0.001

µ = 0.870, σ = 0.002

µ = 0.896, σ = 0.003

µ = 0.897, σ = 0.005

µ = 0.865, σ = 0.006

µ = 0.901, σ = 0.005

µ = 0.829, σ = 0.009

µ = 0.782, σ = 0.011

µ = 0.828, σ = 0.011

µ = 0.896, σ = 0.005

µ = 0.944, σ = 0.004

µ = 0.910, σ = 0.004

µ = 0.965, σ = 0.003

µ = 0.863, σ = 0.008

µ = 0.898, σ = 0.010

Table 1: Comparison of the autoregressive process (ARP)
with our model (M & M’). M is not using residuals while
M’ is using a linear model for residuals.

Finally, the autoregressive process produces a video with a
lot of perceptible jitters, due to the noise present in equation
3, which also give a worse effect.

6. Summary and Conclusions

We have presented a generative model of visual facial be-
haviour that is based on the assumption that people repeat
facial expressions over time. It has been shown that this
model is able to reproduce simple behaviours.

A measure of similarity between video sequences of fa-
cial behaviour has been developed and used to assess the
model as well as an alternative based on autoregressive pro-
cess. Our model performs better on highly structured video

sequences such as nodding where expressions are repeated
over time. It also produces a better distribution of speed.
The model is capable of synthesising convincing facial be-
haviour.

We are currently investigating extending the work to in-
clude interactive behaviour between two people as they talk.
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[14] A. Schödl, R. Szeliski, D. H. Salesin, and I. Essa. Video
textures. In SIGGRAPH, 2000.

[15] J. Shi and J. Malik. Normalized cuts and image segmenta-
tion. CVPR, 1997.

[16] M. Walter, A. Psarrou, and S. Gong. Auto clustering for
unsupervised learning of atomic gesture components using
minimum description length. In ICCV-RATFG-RTS, 2001.

[17] M. P. Wand. Data-based choice of histogram bin width. The
American Statistician, 51(1):59, February 1997.

6


